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#### Abstract

Users are still waiting for accurate optical character recognition solutions for Arabic handwritten scripts. This research explores best sets of feature extraction techniques and studies the accuracy of well-known classifiers for Arabic letters. Depending on their position in the word, Arabic letters are drawn in four forms: Isolated, Initial, Medial, and Final. The principal component analysis technique is used to select best subset of features out of a large number of extracted features. We used parametric and non-parametric classifiers and found out that a subset of 25 features is needed to get $84 \%$ recognition accuracy using a linear discriminant classifier, and using more features does not substantially improve this accuracy. However, for features fewer than 25 features, a quadratic discriminant classifier is more accurate than the linear classifier. Classifiers that are parameterized for the individual four forms score better accuracy than classifiers that do not make use of this input information.
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## 1. Introduction

Optical character recognition (OCR) is computer software designed to translate images of typewritten or handwritten text into machine-editable text encoded in a standard encoding scheme (e.g. ASCII or Unicode) [1]. In the 1950s, the early solutions for recognizing typewritten English text started to appear. And now, there are many solutions for accurately recognizing typewritten Latin text. Moreover, modern operating systems include built-in support for OCR.

Although the progress in developing OCR solutions for the Arabic language is slower than the progress in developing solutions for Latin and Asian languages, there has been some success in developing solutions for recognizing typewritten Arabic text [2]. There are even
some commercial products for this application that offer more than $99 \%$ accuracy in some cases.

Character recognition of text images is usually called offline OCR to distinguish it from online character recognition. In online character recognition, characters are recognized on the fly as they are entered [3], [4]. Online character recognition is widely used now in mobile devices such as tablet PCs, smart phones, and personal digital assistants. The user of these devices draws either cursive text or isolated characters using special pen on a sensitive screen. Online character recognition solutions utilize order, speed, and direction of individual pen strokes to achieve good accuracy in recognizing handwritten text.

Offline recognition of handwritten cursive text is more difficult than online recognition because the former must deal with two-dimensional images of the text after it has already been written [5]. Offline recognition of unconstrained handwritten cursive text must overcome many difficulties such as unlimited variation in human handwriting, similarities of distinct character shapes, character overlaps, and interconnections of neighboring characters. Although offline systems are less accurate than online systems, they are now good enough for specialized systems such as interpreting handwritten postal addresses on envelopes and reading currency amounts on bank checks.

Users are still waiting for reliable and accurate solutions for recognizing handwritten cursive text such as Arabic text [6]. Some researchers are experimenting with many approaches for this problem. However, only modest accuracies have been achieved in recognizing Arabic handwritten text samples collected using special forms (e.g. IFN/ENIT database [7]). In ICDAR 2005 competition, accuracies not better than $76 \%$ have been achieved on the IFN/ENIT database [8].

The research described in this paper is a contribution toward reliable OCR systems for Arabic handwritten text. The main objectives of this research are:

1. Study the performance of well-known classification techniques on a database of Arabic handwritten samples using increasing numbers of best features.
2. Evaluate the effect of using the letter form information as a basis for classification or as additional feature in classification.

This paper is organized in five sections. Section 2 is an introduction on the Arabic writing system. Section 3 describes the experimental setup used in this research; it includes a description of the used database of Arabic letter samples and the feature extraction tools. Section 4 analyzes the character recognition accuracy as function of the feature subset size using multiple classifiers. Finally, Section 5 summarizes our findings.

## 2. Arabic Writing System

Arabic is written from right to left and is always cursive [9]. It has 29 basic letters and eight diacritics [9], [10]. Table 1 shows the 29 letters and their various forms. Each letter has multiple forms depending on its position in the word. Each letter is drawn in an isolated form when it is written alone, and is drawn in up to three other forms when it is written connected to other letters in the word. For example, the letter Ain has four forms: Isolated form (ع) and Initial, Medial, and Final forms (ععع), respectively from right to left. Moreover, letters Hamza, Teh, and Alef have other forms, as shown in Table 1.

Within a word, every letter can connect from the right with the previous letter. However, there are six letters that do not connect from the left with the next letter (see Table 1). These letters have only the Isolated and Final forms. When one of these six letters is present in a word, the word is broken into sub-words. For example, the word Arabic (عربية) has two sub-words: the first sub-word consists of Initial Ain and Final, left-disconnecting, Reh; and the second sub-word consists of Initial Beh, Medial Yeh, and Final Teh.

Some letter sequences have special composite ligatures when they come in one word. For example, Lam followed by Alef is usually drawn (لا) not (U), and Meem followed by Hah is often drawn (محم)) rather than (محمد).

## 3. Experimental Setup

Our experimental setup comprises a database of handwritten Arabic samples and feature extraction tools [11]. These elements are described in the following subsections.

Table 1: Arabic Letters and Their Four Forms

| No | Letter Name ${ }^{\text {a }}$ | Isolated Form | Initial Form | Medial Form | Final Form |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Hamza ${ }^{\text {b }}$ | c | j | i | l |
| 2 | Beh | ب | $!$ | $\stackrel{+}{4}$ | ب |
| 3 | Teh ${ }^{\text {c }}$ | ت | j | - | ت |
| 4 | Theh | ث | 今 | i | ث |
| 5 | Jeem | ? | ج | ج | ج |
| 6 | Hah | 2 | $>$ | $\lambda$ | て |
| 7 | Khah | خ | > | $\dot{\lambda}$ | خ |
| 8 | Dal ${ }^{\text {d }}$ | J | - | - | $\lambda$ |
| 9 | Thal ${ }^{\text {d }}$ | ذ | - | - | ذ |
| 10 | Reh ${ }^{\text {d }}$ | J | - | - | $\checkmark$ |
| 11 | Zain ${ }^{\text {d }}$ | j | - | - | j |
| 12 | Seen | س | س | س | س |
| 13 | Sheen | ش | ش | ش | ش |
| 14 | Sad | ص | $ص$ | ص | ص |
| 15 | Dad | ض | ض | ض | ض |
| 16 | Tah | b | b | b | b |
| 17 | Zah | ظ | ظ | ظ | ظ |
| 18 | Ain | $\varepsilon$ | ع | 8 | $\varepsilon$ |
| 19 | Ghain | $\dot{\varepsilon}$ | غ | $\dot{2}$ | $\dot{\text { غ }}$ |
| 20 | Feh | ف | ف | ف | ف |
| 21 | Qaf | ق | 9 | ق | ق |
| 22 | Kaf | ك | 5 | S | ك |
| 23 | Lam | ل | J | 1 | U |
| 24 | Meem | م | 0 | a | م |
| 25 | Noon | ن | j | i | ن |
| 26 | Heh | 0 | ه | 6 | $a$ |
| 27 | Waw ${ }^{\text {d }}$ | 9 | - | - | 9 |
| 28 | Alef ${ }^{\text {d, e }}$ | ט | - | - | Lv |
| 29 | Yeh | ي | ي | $\stackrel{1}{4}$ | $\bigcirc$ |

${ }^{\mathrm{a}}$ Letter names are as in the Unicode Standard.
b In addition to these forms, the Hamza has the Isolated forms (إ (ؤ) and the Final forms (كئ) (ت).
${ }^{c}$ Teh has open forms (ت) and closed forms (ة).
d Letters that do not connect from the left.
${ }^{\mathrm{e}}$ Alef has straight forms (I) and curly forms (s).

### 3.1 Database

Our database of handwritten Arabic samples was collected from 48 persons. These persons were selected to represent various age, gender, and educational background groups. The samples were collected by asking the participants to write on a blank paper one page of Arabic text. This text was carefully selected so that it contains all Arabic letter forms.

We have extracted from these page samples about 440 collections of individual words, sub-words, and letter forms. Each collection comprises 48 samples from 48 different persons. Fig. 1 shows the collection of 48 samples of the Isolated Ain form.


Fig. 1: A Set of 48 Samples of the Isolated Ain Form
We used in this research 104 collections of letter forms: 30 isolated forms, 22 initial forms, 22 medial forms, and 30 final forms. These collections contain all forms shown in Table 1 devoid of Hamza forms.

### 3.2 Feature Extraction Tools

To allow easy experimentation of OCR algorithms on this database of handwritten Arabic samples, we developed a desktop application using Microsoft Visual Studio C++. This application is an expandable tool that allows developers to easily add various preprocessing, feature extraction, and recognition OCR routines. It enables the user to select the order of the OCR routines to be applied on the sample collections. This application allows the user to visualize the results of preprocessing routines and obtain the results of the feature extraction and recognition routines. Fig. 2 shows this application with its dialog box for selecting what routines to apply on the collection of the Isolated Beh samples.

This application also features batch processing where the selected routines can be applied on multiple sample collections. The results of feature extraction routines can be exported from this application into an Excel spreadsheet.

We have implemented in this application feature extraction routines for extracting 95 features [12], [13], [14]. The details of these features are in [15]. We start by detecting the secondary parts of the Arabic letters and extracting features from these parts. Then we remove the secondary parts and extract additional features from the raw main body, the main body's skeleton, and main body's boundary. These routines where applied to the 104 collections of letter forms and the 95 feature vectors where used to find the recognition accuracy as described in the next section.


Fig. 2: Arabic OCR Application Tool and its Routine Selection Dialog Box

The used 95 features are summarized as follows:
Secondary components features: More than half the Arabic letters are composed of main body and secondary components. The secondary components are letter components that are disconnected from the main body. We find the type and position of the secondary components with respect to the main body.

Main body features: include the size features area, width, and height; width to height ratio; eight pixel distribution ratios; normalized center of mass; seven normalized central moments; letter orientation; roundness ratio; and number of main body loops.

Skeleton features: are features found from the thinned image of the main body and include the numbers of vertical and horizontal crossings and the numbers of end points, branch points, and cross points.

Boundary features: are features found from the outer contour of the main body and include number of boundary pixels, perimeter length, perimeter to diagonal ratio, compactness ratio, bending energy, and sixty elliptic Fourier descriptors.

## 4. Recognition Accuracy

To find how many features are needed to achieve good character recognition accuracy, we used the five classifiers described below. We found the classification accuracy as a function of the number of features used in the classifier.

We applied the Principal Component Analysis (PCA) [16] as a preprocessing step to transform the data to a new space where the features are uncorrelated. In this space, the features are ordered in decreasing variance order such
that the first transformed feature accounts for the most variability in the data. Hence, PCA overcomes the problems of high-dimensionality and co-linearity. Then we choose the first $q$ transformed features to be used in classification. These are the best $q$ transformed features.

For multivariate normal class densities, Bayes rule generally becomes a quadratic rule; hence the name Quadratic Discriminant Analysis (QDA) classifier. However, when the class densities are assumed to have the same covariance matrix, the discriminant classifier is linear; therefore it is called Linear Discriminant Analysis (LDA) classifier [17].

If no correlation between features is assumed, i.e., the covariance matrix is diagonal, and we get Naive Bayes rule. We can estimate a diagonal sample covariance matrix for each class, and this yields the Diagonal Quadratic Discriminant Analysis (DQDA) classifier. Alternatively, we estimate a diagonal common covariance matrix that yields a Diagonal Linear Discriminant Analysis (DLDA) classifier [17].

The k-nearest neighbor ( kNN ) classifier is one of the simplest and most attractive nonparametric classifiers. However, it faces serious challenges when patterns of different classes overlap in some regions in the feature space, especially if we use cross-validation [18].

Each classifier was tested using the 10 -fold crossvalidation to find the classification accuracy [19], [20]. Fig. 3 shows the classification accuracy of these five classifiers. The QDA classifier has the best classification accuracy when using up to 20 features. This is expected because the nonlinear decision surface obtained with the QDA classifier separates classes better than the linear surface. The QDA classifier's accuracy falls with features more than 20 because the number of free parameters to be estimated approaches the number of available training data points. For $q>40$, it is not possible to estimate a sample covariance matrix because the number of training samples is not sufficient.


Fig. 3: Classification Accuracy using Five Classifiers

The accuracy of the DQDA classifier is lower than the QDA for small number of features because the implied shape of the diagonal covariance matrix of orthogonal features does not describe the data accurately. However, with fewer parameters to estimate; $q$ instead of $q^{2}$, the DQDA is able to tie the QDA at $q=28$ and continues to give good results afterwards. However, the DQDA's accuracy slightly falls with more features due to the increased number of parameters to estimate with limited number of training samples.

The linear discriminant surface offered by the LDA classifier initially gives bad results compared to the nonlinear discriminant surface offered by the QDA classifier. However, as $q$ increases, the number of free parameters to estimate $q^{2}$, from the whole dataset is easily computed and the LDA's accuracy improves with the addition of more features.

Similar to LDA, the DLDA classifier estimates the global covariance matrix using the whole dataset, so there is no accuracy degradation as $q$ increases. However, because the correlation among features is not taken into account, the direction of linear decision surface does not separate the classes as good as in LDA.

The 3 NN classifier gives $90 \%$ accuracy for any $q$ using resubstitution. However, its accuracy was much worse when we used cross validation. We tried $k=1$ and $k=3$ and found that $k=3$ gives better results. However, its performance is much worse than the parametric classifiers due to the existence of large number of classes and class overlap.

Fig. 4 shows the QDA classification accuracy for the four letter forms taken separately. The four curves climb fast when the number of features is increased, then the curves fall down. The Final form has the highest accuracy of $86 \%$ and the Isolated form has the lowest accuracy of $76 \%$. The curves of the Final and Initial forms rise faster than the curves of Medial and Isolated forms.


Fig. 4: QDA Classification Accuracy for the Four Forms Taken Separately

Fig. 5 shows the LDA classification accuracy for the four letter forms taken separately. The four curves also climb fast when the number of features is increased from 5 to 20, then the curves almost cease to rise after using 30 features. The Final form has the highest accuracy of 91\% and the Isolated form has the lowest accuracy of $84 \%$. The curves of the Final and Initial forms rise faster than the curves of Medial and Isolated forms, and the former two curves reach higher accuracies.


Fig. 5: LDA Classification Accuracy for the Four Forms Taken Separately

From Figures 4 and 5, we conclude that Final and Initial forms are easier to recognize than Medial and Isolated forms.

Fig. 6 shows the curve of the average of these four curves which has a maximum of $87 \%$. The lower curve in this figure shows the LDA classification accuracy when the classifier is used to recognize all four forms. With a maximum of $76 \%$, the lower curve indicates that we get lower accuracy when the classifier is required to recognize all forms.


Fig. 6: LDA Classification Accuracy for the Average of the Four Forms Taken Separately, All Forms with the Form Type Feature, and All Forms without the Form Type.

The third curve shows the LDA classification accuracy for all forms with one additional feature. This feature is a categorical feature that specifies the letter form. This information is readily available from the segmentation process that comes before feature extraction and letter classification. Although this curve rises almost as high as the average curve (maximum of $86 \%$ ), it rises slower than the average curve.
This implies that, with fewer features, four classifiers each tuned for one form are more accurate than one classifier with context (letter form) information.

Using best set of 30 features, we examined the classification accuracy of every letter. We used the data of one of the four experiments that produced the solid curve in Fig. 6. The classification accuracy was $100 \%$ for easy to recognize letters such Alef, Lam, and Reh and the classification accuracy was as low as $56 \%$ for the worst letter. Table 2 shows the worst 10 letters recognized and their corresponding classification accuracy.

| No | Character | Accuracy | Often Mistaken For |
| :---: | :---: | :---: | :---: |
| 1 | Isolated Qaf (ق) | 56\% | ت ف |
| 2 | Isolated Teh (ت) | 58\% | ف ث |
| 3 | Isolated Theh (ث) | 63\% | ش ت |
| 4 | Isolated Feh (ف) | 63\% | ت ن ق |
| 5 | Medial Hah ( $\boldsymbol{\lambda}$ ) | 65\% | 8 |
| 6 | Medial Feh ( $\dot{\boldsymbol{e}}$ ) | 67\% | غ |
| 7 | Medial Ain ( $\boldsymbol{\Omega}$ ) | 69\% | 入na |
| 8 | Medial Ghain ( $\dot{\boldsymbol{\Sigma}}$ ) | 69\% | ¢ |
| 9 | Medial Heh (f) | 69\% | ص |
| 10 | Initial Theh ( $\dagger$ ) | 71\% | ق فو ز |

Nine of the worst 10 letters are of the Isolated or Medial forms, consistent with the results shown in Fig. 5. Letters with dots above the main body tend to have low classification accuracy because the variations in drawing the dots give inaccuracies in extracting the important secondary type feature. Note that some Medial letters that have loops such as Ghain (i) and Feh (i) have subtle difference in the way the loop is drawn and, consequently, they have low classification accuracy.

## 5. Conclusion

Among the 5 studied classifiers, the QDA classifier gives best accuracy with 20 features or less. The LDA classifier gives best accuracy with more features. The DQDA and DLDA classifiers' accuracies are about $10 \%$ lower than the LDA classifier's accuracy. The 3NN classifier has very low accuracy.

Using four classifiers each tuned for one letter form gives about $11 \%$ better accuracy than using one classifier for all forms. And, with small number of features, the four classifiers are also more accurate than one classifier with the additional letter form information.

We have noticed that final and initial forms are easier to recognize than medial and isolated forms. The highest recognition accuracy we have achieved is $87 \%$ using LDA classifier. This accuracy was limited by low recognition of some medial and isolated forms. Better feature extraction techniques are needed for letters with dots above the main body because of the variations in drawing these dots. Also better classification techniques are needed for these forms.
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